
www.elsevier.com/locate/patrec

Pattern Recognition Letters 27 (2006) 9–18
Exploring the use of latent topical information for
statistical Chinese spoken document retrieval

Berlin Chen *

Graduate Institute of Computer Science and Information Engineering, National Taiwan Normal University,

No. 88, Section 4, Ting-Chow Road, Taipei 116, Taiwan, ROC

Received 1 October 2004; received in revised form 14 February 2005
Available online 29 August 2005

Communicated by E. Backer
Abstract

Information retrieval which aims to provide people with easy access to all kinds of information is now becoming more and more
emphasized. However, most approaches to information retrieval are primarily based on literal term matching and operate in a determin-
istic manner. Thus their performance is often limited due to the problems of vocabulary mismatch and not able to be steadily improved
through use. In order to overcome these drawbacks as well as to enhance the retrieval performance, in this paper, we explore the use of
topical mixture model for statistical Chinese spoken document retrieval. Various kinds of model structures and learning approaches were
extensively investigated. In addition, the retrieval capabilities were verified by comparison with the probabilistic latent semantic analysis
model, vector space model and latent semantic indexing model, as well as our previously presented HMM/N-gram retrieval model. The
experiments were performed on the TDT Chinese collections (TDT-2 and TDT-3). Noticeable improvements in retrieval performance
were obtained.
� 2005 Elsevier B.V. All rights reserved.
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1. Introduction

Due to the advent of computer technology and the
proliferation of Internet activity, tremendous volumes of
multimedia information, such as text files, Web pages,
broadcast radio and television programs, digital archives
and so on, are continuously growing and filling our com-
puters and lives. Development of intelligent and efficient re-
trieval techniques to provide people with easy access to all
kinds of information is now becoming more and more
emphasized (Voorhees and Harman, 2000). It is also obvi-
ous that speech is the primary and most convenient means
of communication between people, as well as the most rich
0167-8655/$ - see front matter � 2005 Elsevier B.V. All rights reserved.

doi:10.1016/j.patrec.2005.06.010

* Tel.: +886 2 29322411x203; fax: +886 2 29322378.
E-mail address: berlin@csie.ntnu.edu.tw
URL: http://berlin.csie.ntnu.edu.tw
source of information for the great volumes of multimedia.
Therefore, with the rapid evolution of speech recognition
technology, substantial efforts and very encouraging results
on recognition and retrieval of spoken documents have
been reported in the last few years (Woodland, 2002; Gau-
vain et al., 2002; Beyerlein et al., 2002; Chen et al., 2002;
Chang et al., 2002; Meng et al., 2004; Byrne et al., 2004).

The conventional information retrieval (IR) approaches
in principle can be characterized from two major perspec-
tives: the matching strategy and the learning capability.
There are two matching strategies frequently used to deter-
mine the degree of relevance for a document with respect to
a query, namely, literal term matching and concept match-
ing. The vector space model (VSM) and probability-based
model approaches are primarily based on literal term
matching. VSM, which takes the vector representations
of the query and documents, has been widely used because
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of its simplicity and satisfactory performance (Salton and
McGill, 1983; Baeza-Yates and Ribeiro-Neto, 1999). The
probability-based approach instead attempts to handle
the retrieval problem within a probabilistic framework.
The language model (Ponte and Croft, 1998; Song and
Croft, 1999; Zhai and Lafferty, 2001) and the hidden Mar-
kov model (HMM) (Miller et al., 1999; Lo et al., 2003;
Chen et al., 2004a) are good examples of it, and research
at a number of sites has confirmed that such a modeling ap-
proach does provide a potentially effective and theoretically
attractive probabilistic framework for studying informa-
tion retrieval problems. Excellent survey articles on the
use of the probability-based approach for information re-
trieval can also be found (Croft and Lafferty, 2003; Liu
and Croft, 2005). However, most of these approaches
often suffer from the problem of word usage diversity (or
so-called vocabulary mismatch), which will make the retrie-
val performance degrade severely as a given query and its
relevant documents are using quite a different set of words.
In contrast, concept matching is based on discovering the
latent topical information embedded in the query and doc-
uments, and latent semantic indexing (LSI) model is one
example. LSI transforms the high-dimensional vector rep-
resentations of the query and documents into a lower
dimensional space (the so-called latent semantic space).
Then the similarity measure can be estimated in the re-
duced space, where a query and a document may have a
high proximity value even if they do not share any words
or terms in common (Furnas et al., 1988; Deerwester
et al., 1990). On the other hand, from the perspective of
learning capability, it is well known that VSM and LSI
are based on linear algebra operations and can incorporate
a wide range of term weighting schemes as well as query or
document expansion formulae (Salton and Buckley, 1988;
Sparck Jones et al., 1998; Singhal and Pereira, 1999; Man-
dala et al., 2000) to modify the representations of query or
documents, or to improve the information retrieval perfor-
mance. While the probability-based approach, such as
HMM, follows solid statistical foundations for automatic
model refinement or optimization (Makhoul et al., 2000;
Liu and Croft, 2005; Chen et al., 2004a), and thus can be
steadily improved by using a variety of machine learning
algorithms in either supervised or unsupervised modes.

Based on these observations, in this paper we study the
use of topical mixture model for statistical Chinese spoken
document retrieval, which in essence belongs to the proba-
bility-based approach and has virtue of being able to
perform concept matching as well. Various kinds of model
complexities for the topical mixture model were extensively
investigated. In addition, their retrieval capabilities were
verified by comparison with the other retrieval models.
Structures similar to the presented approach also have been
investigated in the machine learning literature recently
(Hofmann, 2001; Blei et al., 2003; Wang et al., 2005). There
are several differences between the presented approach and
the previous ones. First, we explicitly interpret the docu-
ment as a mixture model used to predict the query, which
can be easily related to the conventional HMM modeling
approaches that have been widely studied in speech and
language processing community, and quite a few of theo-
retically attractive model training algorithms or optimiza-
tion criteria can be therefore applied (Chou and Juang,
2003, Chapter 1). Moreover, we measure the relevance be-
tween the query and documents directly under the likeli-
hood criterion (or in the likelihood space), unlike the
previous approach (Hofmann, 2001), which evaluates the
relevance between the query and documents in the low-
dimensional factor (topic) space and only reports results
by linearly combining with the cosine measure score ob-
tained by using the VSM retrieval model. Finally, in this
paper, both the supervised and unsupervised model learn-
ing approaches are extensively studied, while in the previ-
ous work (Hofmann, 2001; Blei et al., 2003; Wang et al.,
2005), only unsupervised learning was investigated. We
find that the results obtained based on the supervised learn-
ing approach are much better than those based on the
unsupervised one.

In this paper, all the experiments were performed on
the Topic Detection and Tracking Corpora (TDT-2 and
TDT-3). The TDT corpora have been used for cross-lan-
guage spoken document retrieval (CL-SDR) in the Manda-
rin English Information (MEI) Project (Meng et al., 2004),
which is an NSF sponsored project conducted at the Johns
Hopkins University Summer Workshop 2000. Project MEI
investigated the use of an entire English newswire story
(text) as a query to retrieve relevant Mandarin Chinese
radio broadcast news stories (audio) in the document col-
lection. In this paper, we study the monolingual spoken
document retrieval task instead. All the experiments were
tested on the task involving the use of an entire Chinese
newswire story (text) as a query to retrieve relevant Man-
darin Chinese radio broadcast news stories (audio) from
the document collection. Such a retrieval context is termed
query-by-example. This technique can help users to find the
corresponding video or audio news reports, which could be
more attractive and informative when they see a newswire
text report. Most of the prior work on Chinese spoken doc-
ument retrieval is focused on retrieving spoken documents
by short queries (Wang, 2000; Bai et al., 2001; Chang et al.,
2002).

The rest of this paper is organized as follows. The exper-
imental corpus is introduced in Section 2. In Section 3, we
explain the structural characteristics of the topical mixture
model and briefly review the other retrieval models. Then,
the experimental settings and a series of information retrie-
val experiments are presented in Section 4. Finally, conclu-
sions are drawn in Section 5.

2. Experimental corpus

We used two Topic Detection and Tracking (TDT) col-
lections (LDC, 2000) for this work. TDT is a DARPA-
sponsored program where participating sites tackle tasks
such as identifying the first time a news story is reported
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on a given topic; or grouping news stories with similar top-
ics from audio and textual streams of newswire data. Both
the English and Mandarin Chinese corpora have been stud-
ied in the recent past. The TDT corpora have also been
used for cross-language spoken document retrieval (CL-
SDR) in the Mandarin English Information (MEI) Project
(Meng et al., 2004). In this paper, we use the Mandarin
Chinese collections of the TDT corpora for the retrospec-
tive retrieval task, such that the statistics for the entire doc-
ument collection is obtainable. The Chinese news stories
(text) from Xinhua News Agency are used as our queries
(or query exemplars). The Mandarin news stories (audio)
from Voice of America news broadcasts are used as the
spoken documents. All news stories are exhaustively tagged
with event-based topic labels, which are merely served as
the relevance judgments for performance evaluation and
will not be utilized in the training of information retrieval
models (see Section 3). Table 1 describes the details for
the corpora used in this paper. The TDT-2 collection is
taken as the development set, which forms the basis for
tuning parameters or settings. The TDT-3 collection is
taken as the evaluation set; i.e., all the experiments per-
formed on it were conducted following the same training
(or parameter) settings and model complexities optimized
based on the TDT-2 development set. Therefore, the exper-
imental results can validate the effectiveness of the pro-
posed approaches on comparable real-world data.

The Dragon large-vocabulary continuous speech recog-
nizer (Zhan et al., 1999) provided Chinese word transcrip-
tions for our Mandarin audio collections (TDT-2 and
TDT-3), such that the results reported in this paper may
be compared with work done by other groups. To assess
the performance level of the recognizer, we spot-checked
a fraction of the TDT-2 development set (about 39.90 h)
by comparing the Dragon recognition hypotheses with
the manual transcriptions, and obtained error rates of
35.38% (word), 17.69% (character) and 13.00% (syllable).
Spot-checking approximately 76 h of the TDT-3 test set
gave error rates of 36.97% (word), 19.78% (character)
and 15.06% (syllable). Notice that Dragon�s recognition
output contains word boundaries (tokenizations) resulting
from its own language models and vocabulary definition
while the manual transcriptions are running texts without
word boundaries. Since Dragon�s lexicon is not available,
we augmented the LDC Mandarin Chinese Lexicon with
24k words extracted from Dragon�s word recognition out-
Table 1
Statistics of TDT-2 and TDT-3 collections used in this paper

TDT-2 (development set) 1998,

# Spoken documents 2265 stories, 46.03 h of audio
# Distinct text queries 16 Xinhua text stories

(topics 20,001–20,096)

Min. Max.

Doc. length (characters) 23 4841
Query length (characters) 183 2623
# Relevant documents per query 2 95
put, and used the augmented LDC lexicon (about 51k
words) to tokenize the manual transcriptions in an auto-
matic way for computing error rates. We also used this
augmented LDC lexicon to automatically tokenize the text
query exemplars in the following retrieval experiments.

3. Retrieval models

We will concentrate on elucidating the structural charac-
teristics of the topical mixture model studied in this paper
and briefly review the other retrieval models.

3.1. Topical mixture model (TMM)

Given a query Q, a document Di can be ranked accord-
ing to the probability that Di is relevant, conditioned on the
fact that the query Q is observed; i.e., P(DijQ), which can
be transformed to the following equation by applying the
Bayes theorem:

P ðDijQÞ ¼
P ðQjDiÞPðDiÞ

P ðQÞ ; ð1Þ

where P(QjDi) is the probability of the query Q being gen-
erated by the document Di, P(Di) is the prior probability of
document Di being relevant, and P(Q) is the prior probabil-
ity of query Q being posed. P(Q) in Eq. (1) can be elimi-
nated because it is identical for all documents and will
not affect the ranking of the documents. Furthermore,
because the way to estimate the probability P(Di) is still
unknown, we may simply assume that P(Di) is uniformly
distributed, or identical for all documents (Miller et al.,
1999; Liu and Croft, 2005). In this way we can approximate
the probability P(DijQ) by means of the probability
P(QjDi) for the problem studied here. The query Q is trea-
ted as a sequence of input observations (terms or words),
Q = q1q2 � � � qn � � � qN, where the query terms are assumed
to be conditionally independent given the document Di.
Therefore, the relevance measure P(QjDi) can be decom-
posed as a product of the probabilities of individual query
terms generated by the document

P ðQjDiÞ �
YN
n¼1

P ðqnjDiÞ: ð2Þ

In this research, each document Di is interpreted as a mix-
ture model as shown in Fig. 1, which is just a special case of
02–06 TDT-3 (evaluation set) 1998, 10–12

3371 stories, 98.43 h of audio
47 Xinhua text stories
(topics 30,001–30,060)

Mean Min. Max. Mean

287.1 19 3667 415.1
532.9 98 1477 443.6
29.3 3 89 20.1



Fig. 1. The topical mixture model for a specific document Di.
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HMM. In the model, a set of K latent topical distributions
characterized by unigram language modeling are used to
predict the input query terms, and each of the latent topics
is associated with a document-specific weight. That is, each
document can belong to many topics. The relevance mea-
sure therefore can be further written as

P ðQjDiÞ �
YN
n¼1

XK
k¼1

P ðqnjT kÞP ðT kjDiÞ; ð3Þ

where P(qnjTk) denotes the probability with respect to the
query term qn occurring in a specific latent topic Tk,
and P(TkjDi) is the posterior probability (or weight) of
topic Tk conditioned on the document Di, with the con-
straint

PK
k¼1PðT kjDiÞ ¼ 1 imposed. More specifically, the

topical unigram distributions, e.g., P(qnjTk), are tied
among the entire document collection, while each docu-
ment Di has its own probability distribution over the
latent topics, e.g., P(TkjDi). The key idea we wish to illus-
trate here is that the relevance measure of a query term qn

and a document Di is not computed directly based on the
frequency of qn occurring in Di, but instead based on the
frequency of qn in the latent topic Tk as well as the like-
lihood that Di generates the respective topic Tk. Thus, a
query and a document may have a high relevance (like-
lihood) score even if they do not share any words or terms
in common, which in fact exhibits some sort of concept
matching.

During training, the K-means algorithm (Ball and Hall,
1967; Duda and Hart, 1973, p. 250) is first used to partition
the entire document collection into K topical classes.
Hence, the initial topical unigram distribution for a cluster
topic can be estimated according to the underlying statisti-
cal characteristics of the documents being assigned to it,
and the probabilities for each document generating the top-
ics are measured according to its proximity to the centroid
Ck of each respective cluster k as well, which can be com-
puted based on the cosine measures, Rð~Di; ~CkÞ, of the vec-
tor representations (see Section 3.2) of the document and
cluster centroids and then can be transformed into a prob-
ability measure by the following equation:
pðT kjDiÞ ¼
Rð~Di; ~CkÞPK
r¼1Rð~Di; ~CrÞ

: ð4Þ

Moreover, the topical unigrams as well as the probabil-
ities for each document generating the topics are further
optimized by employing the expectation-maximization
(EM) algorithm (Dempster et al., 1977). Given a training
set of query exemplars with the corresponding query-docu-
ment relevance information, the document mixture models
can be iteratively updated using the following three equa-
tions (Manning and Schutze, 1999, p. 523):

bP ðqnjT kÞ¼
P

Q2½TrainSet	Q

P
Di2½Doc	R toQ

nðqn;QÞP ðT kjqn;DiÞP
Q2½TrainSet	Q

P
Di2½Doc	R toQ

P
qs2Qnðqs;QÞPðT k jqn;DiÞ

;

ð5Þ

bP ðT k jDiÞ¼

P
Q2½TrainSet	Q

st:Di2½DOC	R toQ

P
qs2Qnðqs;QÞP ðT kjqs;DiÞP

Q2½TrainSet	Q
st:Di2½DOC	R toQ

jQj ; ð6Þ

PðT k jqn;DiÞ¼
P ðT kjDiÞP ðqnjT kÞPK
l¼1PðT ljDiÞP ðqnjT lÞ

; ð7Þ

where [TrainSet]Q is the set of training query exemplars,
[Doc]R to Q is the set of documents that are relevant to a
specific training query exemplar Q, n(qn,Q) is the number
of times a query term qn occurring in the query exemplar
Q, jQj is the length of query Q, P(Tkjqn,Di) is the proba-
bility that the latent topic Tk occurs given the query term
qn and the document Di, and Q 2 [TrainSet]Q st. Di 2
[DOC]R to Q in Eq. (6) means that the query exemplar Q

in the training query set can satisfy the condition that the
document Di in the collection is relevant to it. Notice here
that the empirical frequency (or distribution) of words
occurring in a specific document is not involved in the com-
putation of the above equations (Eqs. (5)–(7)).

Structures similar to the presented approach also have
been investigated in the machine learning literature recently
(Hofmann, 2001; Blei et al., 2003; Wang et al., 2005). There
are several differences between the presented approach and
the previous ones. First, we explicitly interpret the docu-
ment as a mixture model used to predict the query, which
can be easily related to the conventional HMM modeling
approaches that have been widely studied in speech and
language processing community, and thus quite a few of
theoretically attractive model training algorithms or opti-
mization criteria can be applied (Chou and Juang, 2003,
Chapter 1). For example, we can further employ the Min-
imum Classification Error (MCE) training algorithm to
correctly discriminate the query observations for the best
retrieval results (Chen et al., 2004a) rather than just to fit
the distributions of the query observations, as done in
EM training. Moreover, in this paper, we measure the rel-
evance between the query and documents directly under
the likelihood criterion (in the likelihood space), i.e., the
likelihood a query is generated from a document that can
satisfy the user�s information need (Ponte and Croft,
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1998), unlike the previous work, for example, the probabi-
listic latent semantic analysis (PLSA) retrieval model (Hof-
mann, 2001), which evaluates the relevance between the
document and query in the low-dimensional factor (topic)
space, and only reports results by linearly combining with
the cosine measure score obtained by using the VSM retrie-
val model (see Section 4.4). Finally, in this paper, both the
supervised and unsupervised model learning approaches
are extensively studied, while only unsupervised learning
was investigated in the previous work (Hofmann, 2001;
Blei et al., 2003; Wang et al., 2005).

3.2. Vector space model (VSM)

For the vector space model, every document Di is re-
presented as a feature vector ~Di. Each component in the
vector, g(t), is associated with the statistics of a specific
indexing term t, both within the document Di and across
all the documents in the collection,

gðtÞ ¼ ð1 þ lnðcðtÞÞÞ lnðN=NtÞ; ð8Þ
where c(t) denotes the occurrence count of the term t within
document Di, and the logarithmic operation is to compress
its distribution. The term weighting scheme, 1 + ln(c(t)),
which is a variation to the conventional schemes, is used
to measure the intra-document weight for the term t and
its performance has been extensively studied previously
(Singhal et al., 1998; Chen et al., 2002). The value of
ln(N/Nt) is the inverse document frequency (IDF), where
Nt is the total number of documents in the collection in
which the specific indexing term t appears, and N is the
total number of documents in the collection. IDF is to
measure the inter-document discriminativity for the term
t, reflecting that indexing terms appearing in many docu-
ments are less useful in identifying the relevant documents.
A query Q is also represented by a vector ~Q constructed in
the same way. The cosine measure is then used to estimate
the query-document relevance

RVSMð~Q; ~DiÞ ¼ ~Q � ~Di

� �.
k~Qk � k~Dik
� �

; ð9Þ

which apparently matches Q and Di based on the terms lit-
erally. This model has been widely used because of its sim-
plicity and satisfactory performance (Salton and McGill,
1983; Baeza-Yates and Ribeiro-Neto, 1999).

3.3. HMM/N-gram model (HMM)

In our previous implementation of the HMM/N-gram
retrieval model, each document is composed of a mixture
of N-gram distributions (Miller et al., 1999; Liu and Croft,
2005), which also can be regarded as a special case of
HMM and in essence has the hidden variables, i.e., the cor-
responding mixture sequence of N-gram components that
generates the given observation sequence (the query) can-
not be explicitly observed (or is non-deterministic). The
N-gram distributions are estimated based on the frequency
of words (for unigram modeling) or word pairs (for bigram
modeling) occurring in the document and are smoothed
using linear interpolation with background unigram or bi-
gram language models estimated from a large outside text
corpus (Chen and Goodman, 1999; Zhai and Lafferty,
2001; Bellegarda, 2004). This can also be viewed as a com-
bination of information from a local source; i.e., the docu-
ment, and a global source; i.e., the large text corpus (Liu
and Croft, 2005). For example, the relevance measure for
an HMM/Bigram retrieval model can be expressed as

P ðQjDiÞ ¼ m1Pðq1jDiÞ þ m2P ðq1jCorpusÞ½ 	

�
YN
n¼2

m1PðqnjDiÞ þ m2P ðqnjCorpusÞ½

þm3P qn qn
1;Dijð Þ þ m4P ðqnjqn
1;CorpusÞ	; ð10Þ

which again matches Q and Di based on the terms literally.
For training purpose, a general text corpus consisting of 40
million Chinese characters, which were mainly newswire
texts collected from the Internet during January to June
2000, is used to estimate the background unigram and
bigram language models (Chen et al., 2004a). The weight-
ing parameters, mi, are summed to 1 and tied among the
entire document collection. They are optimized using the
EM algorithm as well, given a training set of query exem-
plars with the corresponding query-document relevance
information.

3.4. Latent semantic indexing (LSI)

The latent semantic indexing model is based on the con-
cept matching strategy, which also tries to discover the
latent topical information inherent in the query and docu-
ments. LSI starts with a term-document matrix W, describ-
ing the intra- and inter-document statistical relationships
between all the terms and all the documents in the collec-
tion, and singular value decomposition (SVD) is performed
on the matrix W to reduce the dimension and construct the
latent semantic space, in which the original documents and
indexing terms are properly represented, and queries or
documents which are not part of the original matrix can
be folded-in by matrix multiplication. The postulation is
that indexing terms which occur in similar context will be
near each other in the latent semantic space even if they
never co-occur in the same document. The degree of rele-
vance between a query and a document is then estimated
by computing the cosine measure in the latent semantic
space (Furnas et al., 1988; Deerwester et al., 1990; Wang
et al., 2002).

4. Experimental results

4.1. Experimental Setup

The underlying probability distributions of the docu-
ment mixture models were estimated by the EM updating
formulae depicted in Eqs. (5)–(7) using an outside train-
ing query set consisting of 819 query exemplars with the
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corresponding query-document relevance information to
the TDT-2 development set. The test results assuming man-
ual transcriptions for the spoken documents to be retrieved
are known (denoted as TD, text documents, in the result
tables, Tables 2–6) are also shown for reference, compared
to the results when only the erroneous transcriptions by
speech recognition are available (denoted as SD, spoken
documents, below). The retrieval results are expressed in
terms of non-interpolated mean average precision (mAP)
following the TREC evaluation (Harman, 1995), which is
computed by the following equation:

mAP ¼ 1

L

XL
i¼1

1

Mi

XMi

j¼1

j
ri;j

; ð11Þ

where L is the number of testing queries, Mi is the total
number of documents that are relevant to query Qi, and
ri,j is the position (rank) of the jth document that is relevant
to query Qi, counting down from the top of the ranked list.

In this study, when the TMM is employed in evaluating
the relevance between a query and a document, we addi-
tionally incorporate the unigram probability of a query
term occurring in the outside text corpus, as mentioned
earlier in Section 3.4, into Eq. (3) for probability
smoothing

bP ðQjDiÞ ¼
YN
n¼1

a
XK
k¼1

P ðqnjT kÞP ðT kjDiÞ
 !"

þð1 
 aÞP ðqnjCorpusÞ
#
; ð12Þ

where P(qnjCorpus) is the unigram probability of query
term qn occurring in the outside text corpus, and a is a
weighting parameter whose value also can be optimized
using the EM algorithm.

4.2. Experiments on supervised training

We first evaluate the retrieval performance of the topical
mixture models (denoted as TMM-S) trained with supervi-
sion and varying model complexities on the TDT-2 devel-
opment set. The model parameters were trained using the
819 training query exemplars with their corresponding
query-document relevance information to the TDT-2
development set. The retrieval results are shown in the
upper part (TMM-S) of Table 2, where each column illus-
trates the retrieval results in both the TD and SD cases by
using different numbers of latent topics for document mod-
Table 2
Retrieval results on the TDT-2 development set, achieved, respectively, with th
S) trained in a supervised mode

Topic no. 2 4 8 16

TMM-S TD 0.6362 0.6721 0.6750 0.6
SD 0.5759 0.5894 0.5918 0.5

PLSA-S TD 0.6012 0.6535 0.5679 0.5
SD 0.5493 0.5754 0.5510 0.5
eling. As can be seen, the retrieval performance is steadily
improved as the topic number increases. The best retrieval
result of 0.7794 is obtained for the TD case when the doc-
ument topic number is set to 256, while the best result is
0.6652 for the SD case with 128 topic mixtures. Notice that
although the word error rate (WER) for the spoken docu-
ment collection is higher than 35%, however, the average
degradation in retrieval performance is much smaller. Such
an observation indicates that the WER does not cause
much adverse effect on retrieval performance, which is
quite in parallel with those reported by other groups (Re-
nals et al., 2000; Srinivasan and Petkovic, 2000; Federico,
2000). One possible reason is that, a query word or a key-
word might occur repeatedly (more than once) within a
broadcast news story and it is not always the case that all
the occurrences of the word would be misrecognized totally
as other words. For example, a word spoken by the studio
anchor might have higher recognition accuracy than the
same word spoken by the field reporter or the interviewee,
which is mainly because for the anchor speech, the corre-
sponding bandwidth variability, recording environment
and speaking style, as well as the amount of acoustic train-
ing data, can be well controlled. Therefore, the true mean-
ing of the word occurring within the spoken document
could be still preserved for the following retrieval process.

4.3. Experiments on unsupervised training

In most real-world applications, it is not always the case
that the retrieval systems can have query exemplars cor-
rectly labeled with the query-document relevance informa-
tion to be used for model training. Thus, in this paper,
we study unsupervised model training for TMMs, and
two kinds of unsupervised training approaches are prelim-
inarily investigated. In the first approach (denoted as
TMM-U1), we assume that there is no any query exemplar
beyond the document collection. We instead use each indi-
vidual document in the collection as a query exemplar to
train its own mixture model, by using Eqs. (5)–(7) with
some small modifications. For example, Eqs. (5) and (6)
can be respectively modified as follows:bP ðwnjT kÞ

¼
P

Di2½D	nðwn;DiÞP ðT kjwn;DiÞP
Di2½D	

P
ws2Di

nðws;DiÞP ðT kjwn;DiÞ
; ð13Þ

bP ðT kjDiÞ ¼
P

ws2Di
nðws;DiÞP ðT kjws;DiÞ

jDij
; ð14Þ
e TMM retrieval models (TMM-S) and the PLSA retrieval models (PLSA-

32 64 128 256

769 0.6823 0.6930 0.7243 0.7794
988 0.6255 0.6528 0.6652 0.6591
862 0.5898 0.5946 0.6132 0.6253
531 0.5399 0.5505 0.5626 0.5525



Table 3
Retrieval results on the TDT-2 development set, achieved, respectively, with the TMM retrieval models (TMM-U1 and TMM-U2) and the PLSA retrieval
models (PLSA-U) trained in an unsupervised mode

Topic no. 2 4 8 16 32 64 128 256

TMM-U1 TD 0.6277 0.6332 0.6266 0.5973 0.5949 0.6267 0.6041 0.5878
SD 0.5545 0.5659 0.5681 0.5503 0.5534 0.5664 0.5484 0.5831

TMM-U2 TD 0.6368 0.6458 0.6456 0.6498 0.6433 0.6555 0.5844 0.5872
SD 0.5677 0.5696 0.5697 0.5799 0.5586 0.5699 0.5463 0.5459

PLSA-U TD 0.5035 0.5190 0.5212 0.5331 0.5415 0.5565 0.5538 0.5538
SD 0.4575 0.4930 0.4758 0.4674 0.4403 0.4939 0.5068 0.5104
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where [D] is the entire document collection, n(wn,Di) is the
number of times a term (or word) wn occurring in the doc-
ument Di, jDij is the length of document Di. The retrieval
results for the experiments carried out on the TDT-2 collec-
tion are shown in the upper part (TMM-U1) of Table 3. As
it can be seen, the results are not always improved as the
topic number increases. The best result of 0.6332 for the
TD case is obtained when the document topic number is
set to 4, while the best result of 0.5831 for the SD case when
document topic number is 256. When comparing with the
best results achieved in supervised training, there are at
most about 0.15 (0.7794 vs. 0.6332) and 0.08 (0.6652 vs.
0.5831) decreases in precision, respectively, for the TD
and SD cases. In the second approach (denoted as
TMM-U2), with the TMMs trained according to the first
approach (TMM-U1), we again exploit the 819 training
query exemplars, but neglecting their respective query-doc-
ument relevance information, to perform an initial retrie-
val. After the initial retrieval, for each query, a ranked
list of documents according to the relevance between the
query and the documents can be obtained. Then, the top
M ranked documents of each query are assumed to be rel-
evant to it and thus are selected for EM training, by using
Eqs. (5)–(7). The middle part (TMM-U2) of Table 3 shows
the results on the TDT-2 collection after such unsupervised
training (with M being set to 3). As we compare the results
with that of the TMM-U1, it can be found that the retrieval
results are substantially improved as the topic mixture is
smaller than or equal to 64, but are degraded as the topic
mixture is larger than 64. It implies that the additional
use of query exemplars for unsupervised training is helpful,
but only for when the model complexity is lower. In sum-
mary, for the TMM retrieval model, given a training set
of query exemplars with the corresponding query-docu-
ment relevance information, the retrieval results obtained
based on the supervised training approach are much better
than those based on the unsupervised approach.

4.4. Comparisons with the PLSA retrieval model

In an attempt to access the performance level of the
TMM retrieval model as well as the associated approaches
for model training and relevance measure, we study here
the use of the probabilistic latent semantic analysis (PLSA)
retrieval model (Hofmann, 2001) for Chinese spoken docu-
ment retrieval. The PLSA retrieval model adopts a graph-
ical model representation and introduces a set of latent
class variables to characterize the word-document co-
occurrences. PLSA is thought to have a similar modeling
structure as the TMM retrieval model proposed in this
paper; however, it is instead trained in an purely unsuper-
vised manner and utilizes the low-dimensional representa-
tions of the query and document in the factor (topic)
space, e.g., P(TkjQ) and P(TkjDi), to evaluate the query-
document similarity

RPLSAðQ;DiÞ ¼
PK

k¼1P ðT kjQÞP ðT kjDiÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPK
k¼1PðT kjQÞ2

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPK
k¼1P ðT kjDiÞ2

q ; ð15Þ

where P(TkjDi) is the probability distribution of document
Di over the latent topics, which, as described previously in
Section 4.3, can be trained beforehand in an unsupervised
manner by using document Di itself as the query exemplar
and the EM training formula shown in Eq. (14); while
P(TkjQ) is the probability distribution of query Q over
the latent topics, which is not known at query time and
should be trained (or folded-in) online by iteratively using
Eq. (14) with some small modifications

P ðT kjQÞ ¼
P

qn2Qnðqn;QÞP ðT kjqn;QÞ
jQj : ð16Þ

The final retrieval formula for PLSA is then expressed by
linearly combining with the cosine measure score obtained
from the VSM retrieval model (Hofmann, 2001)eRPLSAðQ;DiÞ ¼ k � RPLSAðQ;DiÞ þ ð1 
 kÞ � RVSMð~Q; ~DiÞ;

ð17Þ

where k is a weighting parameter and is empirically set at
an optimum value for each experimental condition in this
study. The retrieval results of such a modeling approach
(denoted as PLSA-U) on the TDT-2 collection are shown
in the lower part (PLSA-U) of Table 3, where each column
illustrates the retrieval results in both the TD and SD cases
by using a different number of latent topics for PLSA mod-
eling. The best retrieval result of 0.5565 is obtained for the
TD case when the latent topic number is set to 64, while the
best result is 0.5104 for the SD case with 256 topic mix-
tures. They are obviously worse than those achieved by
the TMM trained either in supervised or unsupervised
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modes, as the results previously illustrated in the upper
part (TMM-S) of Table 2 and in the upper (TMM-U1)
and middle (TMM-U2) parts of Table 3. Besides, we also
attempt to compute the probability distribution P(TkjDi)
by using the supervised training approach described in Sec-
tion 4.2. The same set of 819 query exemplars and their
corresponding query-document relevance information to
the TDT-2 development set are employed here again to
iteratively estimate P(TkjDi) by using Eq. (6). The retrieval
results of such an approach (denoted as PLSA-S) on the
TDT-2 collection are shown in the lower part of Table 2,
in which the best result of 0.6535 is obtained for the TD
case when the document topic number is set to 4 and the
best result of 0.5754 is obtained for the SD case with the
same topic number. Such results are competitive to those
obtained by using the TMM trained in an unsupervised
manner (TMM-U1 and TMM-U2), but are still far worse
than those obtained by using the TMM trained in a super-
vised manner (TMM-S). We can thus conclude that for the
Chinese spoken document retrieval task studied here, the
relevance measure performed under the likelihood criterion
(in the likelihood space) seems to be more preferable than
those done in the factor (topic) space.

4.5. Comparisons with other retrieval models

Moreover, we also compare TMM with the other three
popular retrieval models mentioned previously. The retrie-
val results on the TDT-2 collection are listed in Table 4 for
comparison, as the VSM, LSI and HMM models are
respectively applied. VSM and LSI are implemented with
the best parameter settings; while for HMM, both the uni-
gram and bigram modeling strategies are used, and the cor-
responding models are trained with the same set of 819
query exemplars in a supervised manner. As compared
with the results in Tables 2 and 3, it can be observed that
TMM significantly outperforms all the other retrieval mod-
els when supervised learning is adopted (TMM-S). Even
though TMM is trained in an unsupervised manner
Table 4
Retrieval results on the TDT-2 development set, achieved with the HMM/
N-gram-based model (HMM), vector space model (VSM) and latent
semantic indexing model (LSI), respectively

Retrieval model HMM/unigram HMM/bigram VSM LSI

TD 0.6327 0.5427 0.5548 0.5510
SD 0.5658 0.4803 0.5122 0.5310

Table 5
Retrieval results on the TDT-3 evaluation set, achieved with the topical mixture
in both supervised and unsupervised mode and with the best model complexit

Retrieval model Supervised training Un

TMM-S PLSA-S TM

TD 0.7870 (256 topics) 0.6882 (4 topics) 0.65
SD 0.7852 (128 topics) 0.6688 (4 topics) 0.65
(TMM-U1 and TMM-U2), its retrieval performance is still
far better than that of VSM and LSI, and achieves quite
competitive results to that of the HMM trained in a super-
vised manner. It is interesting that the retrieval perfor-
mance of HMM degrades as the model structure becomes
more sophisticated (e.g., from unigram to bigram model-
ing), whereas the retrieval performance of TMM almost
becomes better as the topic number increased, when both
models were trained in a supervised manner. Since the
number of distinct words (51k) is large, the estimation of
bigram probabilities for the HMM inherently suffers from
the sparse data problem. The smoothing terms in Eq. (10)
obtained from the 40M general text corpus seems not to
work well, probably because the 40M general text corpus
is still not large enough for word bigram training, and
the word bigrams thus obtained even slightly disturbed
the uni/bigrams obtained for each documents (Chen
et al., 2004a).

4.6. Further evaluations on the TDT-3 collection

Finally, in order to validate the effectiveness of the pro-
posed TMM retrieval model on comparable real-world
data, we further conducted a series of corresponding infor-
mation retrieval experiments on the TDT-3 evaluation set.
The retrieval results achieved by using TMM and PLSA
are shown in Table 5, while the results achieved by using
the other retrieval models, such as HMM, VSM and LSI,
are shown in Table 6. For TMM, PLSA and HMM, the
training settings and/or model complexities for different
experimental conditions (TD and SD cases) are set with
the same configurations as those optimized using the
TDT-2 collection; while for VSM and LSI, the model
parameters are also set at the same optimum values tuned
based on the TDT-2 collection as well. We first examine the
TMM trained in a supervised manner (TMM-S). The re-
trieval results are shown in column 2 of Table 5, in which
the document models were respectively trained by another
outside training query set consisting of 731 query exem-
models (TMM) and the PLSA retrieval models (PLSA), which are trained
ies set by the TDT-2 development set, respectively

supervised training

M-U1 TMM-U2 PLSA-U

85 (4 topics) 0.6728 (64 topics) 0.6471 (64 topics)
82 (256 topics) 0.6403 (16 topics) 0.5982 (256 topics)

Table 6
Retrieval results on the TDT-3 evaluation set, achieved with the HMM/
N-gram-based model (HMM), vector space model (VSM), and latent
semantic indexing model (LSI), respectively

Retrieval model HMM/unigram HMM/bigram VSM LSI

TD 0.6569 0.6143 0.6505 0.6440
SD 0.6308 0.5808 0.6216 0.6390
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plars together with the corresponding query-document rel-
evance information to the TDT-3 evaluation set. A result
of 0.7870 for the TD case is obtained with the document
topic number set to 256, while a result of 0.7852 for the
SD case with the document topic number set to 128. Com-
paratively speaking, these results are significantly better
than the results achieved by the PLSA (as respectively
shown in the third (PLSA-S) and rightmost (PLSA-U) col-
umns of Table 5), as well as those obtained by the other re-
trieval models (as shown in Table 6). We then examine the
retrieval performance of the TMM trained by the two
unsupervised training approaches described in Section
4.3. As the results shown in columns 4 (TMM-U1) and 5
(TMM-U2) of Table 5, the TMMs respectively trained by
these two unsupervised training approaches are slightly
worse than the PLSA trained with supervision (PLSA-S),
however, they still achieve better retrieval performance
than the other models (including the PLSA trained without
supervision (PLSA-U)) in most retrieval conditions,
though the differences are not significant.

Based on the experimental results achieved from this
and previous sections, it has been clearly demonstrated that
the TMM trained in a supervised manner does achieve
superior performance over the other retrieval models for
the Chinese spoken document retrieval task studied here.
All the experiments throughout this paper have been care-
fully designed to avoid ‘‘testing on training’’; i.e., all the
training (or parameter) settings and model complexities
are tuned or optimized by using the TDT-2 development
set and tested on both the TDT-2 development set and
the TDT-3 evaluation set. Generally speaking, the training
settings and model complexities tuned from the TDT-2
development set perform rather well in the TDT-3 evalua-
tion set.

5. Concluding remarks

In this paper, we presented a framework for using the
topical mixture model (TMM) for statistical Chinese spo-
ken document retrieval. We have extensively tested such
a retrieval model by varying its model complexities and
by using both the supervised and unsupervised training ap-
proaches. We found that given a set of training query
exemplars, the retrieval performance could be significantly
improved, which means that TMM can be steadily im-
proved through use. Besides, the retrieval capabilities of
TMM have been verified by comparison with the other re-
trieval models, and superior retrieval performance was evi-
denced. More in-deep investigation and analysis of the
TMM retrieval approach as well as comparison to other
sophisticated approaches are currently undertaken. Mean-
while, we also have applied such a modeling approach to
the language model adaptation problem for Mandarin
broadcast news transcription, with very good potential
indicated (Chen et al., 2004b). A best result of 4.93% char-
acter error rate reduction and 39.17% perplexity reduction
was initially obtained.
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