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Broadcast News Speech Summarization
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Abstract—In this paper, we consider extractive summarization
of broadcast news speech and propose a unified probabilistic gen-
erative framework that combines the sentence generative prob-
ability and the sentence prior probability for sentence ranking.
Each sentence of a spoken document to be summarized is treated
as a probabilistic generative model for predicting the document.
Two matching strategies, namely literal term matching and con-
cept matching, are thoroughly investigated. We explore the use of
the language model (LM) and the relevance model (RM) for literal
term matching, while the sentence topical mixture model (STMM)
and the word topical mixture model (WTMM) are used for con-
cept matching. In addition, the lexical and prosodic features, as
well as the relevance information of spoken sentences, are prop-
erly incorporated for the estimation of the sentence prior proba-
bility. An elegant feature of our proposed framework is that both
the sentence generative probability and the sentence prior prob-
ability can be estimated in an unsupervised manner, without the
need for handcrafted document-summary pairs. The experiments
were performed on Chinese broadcast news collected in Taiwan,
and very encouraging results were obtained.

Index Terms—Extractive spoken document summarization,
probabilistic generative framework, language model (LM), rele-
vance model (RM), topical mixture model.

I. INTRODUCTION

H UGE quantities of audio–visual content continue to grow
and fill our computers, networks, and daily lives. It is ob-

vious that speech is one of the most important sources of infor-
mation about this content. Therefore, how to access audio–vi-
sual content based on associated spoken documents has become
an active focus of much research in recent years [1], [2]. Spoken
documents are often automatically transcribed into words; how-
ever, incorrect speech recognition results (such as recognition
errors and inaccurate sentence or paragraph boundaries) and
redundant acoustic effects (generated by disfluencies, fillers,
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and repetitions) prevent documents from being accessed easily.
Spoken document summarization, which tries to distill impor-
tant information and remove redundant and incorrect informa-
tion from spoken documents, can help users review documents
efficiently and understand associated topics quickly.

Automatic summarization of text documents dates back to
the early 1950s. Nowadays, the research is extended to cover
a wider range of tasks, including multidocument, multilingual,
and multimedia summarization [3]. Broadly speaking, summa-
rization can be either extractive or abstractive. Extractive sum-
marization selects indicative sentences, passages, or paragraphs
from an original document according to a target summarization
ratio and concatenates them to form a summary. Abstractive
summarization, on the other hand, produces a concise abstract
of a certain length that reflects the key concepts of the docu-
ment [4], [5]. The latter is more difficult to achieve; thus, in re-
cent years, research has focused on the former. Summarization
can also be either generic or query-based. A generic summary
highlights the most salient information in a document, whereas
a query-based summary presents the information in a document
that is most relevant to the user’s query.

The wide variety of extractive summarization approaches that
have been developed and applied to spoken document summa-
rization can in general be classified into three categories: 1)
approaches based on sentence structure or location informa-
tion; 2) approaches based on proximity or significance mea-
sures; and 3) approaches based on sentence classification. In [6]
and [7], the authors suggested that important sentences can be
selected from the significant parts of a document, e.g., the in-
troduction and conclusion. However, such approaches can only
be applied to documents in some specific domains or docu-
ments that have some specific structures. In contrast, approaches
based on proximity or significance measures [3] attempt to se-
lect salient sentences based on the statistical features of the sen-
tences or the words in the sentences, such as the term frequency
(TF), inverse document frequency (IDF), -gram scores, and
the topic or concept information. Associated methods based on
these features have attracted much attention in recent years. For
example, the vector space model (VSM) and the maximum mar-
ginal relevance (MMR) method [8] represent the whole doc-
ument and each of its sentences in vector form consisting of
statistical features, and then select important sentences based
on the proximity measure between the vector representations
of the document and its sentences; the latent semantic analysis
(LSA) method [9] estimates the significance of a sentence by
projecting the vector representation of the sentence into the la-
tent semantic space of the document; and the sentence signifi-
cance score method (SIG) [10], [11] estimates the significance
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of a sentence by linearly combining a set of statistical features
of the sentence. In addition, a number of classification-based
methods that use statistical features and/or sentence structure
information have also been developed, including the Gaussian
mixture model (GMM) [9], the hidden Markov model (HMM)
[12], the Bayesian classifier [13], the support vector machine
(SVM) [14], the conditional random fields (CRF) method [15],
and the logistic regression model [16]. Under these methods,
sentence selection is usually formulated as a binary classifica-
tion problem; that is, a sentence can be included in a summary or
omitted. These methods, however, need a training set comprised
of documents and corresponding handcrafted summaries (or la-
beled data) for training the classifiers. In recent years, there has
also been some research on exploring extra information clues
(e.g., word-clusters, WordNet, or event relevance) [17]–[19] and
novel ranking algorithms [20] for extractive text document sum-
marization. Interested readers can refer to [3] for a compre-
hensive overview of the principal trends and the classical ap-
proaches for text summarization.

Although the above approaches can be applied to both text
and spoken documents, the latter presents unique difficulties,
such as recognition errors, problems with spontaneous speech,
and the lack of correct sentence or paragraph boundaries. To
avoid redundant or incorrect content while selecting important
and correct information, multiple recognition hypotheses, con-
fidence scores, language model scores, and other grammatical
knowledge have been utilized [10], [11]. In addition, prosodic
features (e.g., intonation, pitch, energy, and pause duration) can
provide important clues for summarization; although reliable
and efficient ways to use these prosodic features are still under
active research [21], [22]. Summaries of spoken documents can
be presented in either text or speech format. The former has the
advantage of easier browsing and further processing, but it is
subject to speech recognition errors, as well as the loss of the
speaker’s emotional/prosodic information, which can only be
conveyed by speech signals.

In this paper, we consider generic, extractive summarization
of Chinese broadcast news speech. A unified probabilistic gen-
erative framework that combines the sentence generative prob-
ability and the sentence prior probability for sentence ranking is
proposed [23]–[27]. The sentence generative probability can be
taken as a relevance measure between a document and a given
sentence of the document, while the sentence prior probability
is a measure of the importance of the sentence itself. A remark-
able feature of our proposed framework is that both the sentence
generative probability and the sentence prior probability can be
estimated in an unsupervised manner, without the need for hand-
crafted document-summary pairs. Various kinds of modeling
structures and summarization features are investigated as well.
The performance of our proposed models is verified by compar-
ison with a number of existing summarization models.

The remainder of this paper is organized as follows. In
Section II, we elucidate our proposed probabilistic generative
framework, which can leverage various kinds of sentence gen-
erative models and sentence prior probabilities for extractive
spoken document summarization. The experiment setup and

a series of spoken document summarization experiments are
presented in Sections III and IV, respectively. We then present
our conclusions in Section V.

II. SPOKEN DOCUMENT SUMMARIZATION

In this section, we begin by introducing the proposed prob-
abilistic generative framework for extractive spoken document
summarization and then discuss the structural characteristics of
various sentence generative models and the features used for
modeling the sentence prior probability.

A. Probabilistic Generative Framework

In the probabilistic generative framework, the importance of
a sentence in a document to be summarized can be modeled
by , i.e., the posterior probability of the sentence
given the document . According to Bayes’ rule, can
be expressed as [28]

(1)

where is the sentence generative probability, i.e., the
likelihood of being generated by , is the prior proba-
bility of being important, and is the prior probability of

. Note that , in (1), can be omitted because it is identical
for all sentences and will not affect their ranking. The sentence
generative probability can be taken as a relevance
measure between the document and the sentence , while
the sentence prior probability is, to some extent, a mea-
sure of the importance of the sentence itself. Therefore, all the
sentences of the spoken document can be ranked according to
the product of the sentence generative probability and
the sentence prior probability . Then, the sentences with
the highest probabilities are selected and sequenced to form a
summary. Fig. 1 illustrates extractive spoken document summa-
rization using the probabilistic generative framework.

B. Sentence Generative Model

1) LM-Based Sentence Generative Model: An LM can be ap-
plied in extractive spoken document summarization, where each
sentence of a document to be summarized is treated as a
probabilistic generative model comprised of -gram distribu-
tions for predicting the document ; and the words (or terms)
in are taken as an input observation sequence. When only
the unigrams are considered, the probability of the document
given the sentence is expressed as [24]

(2)

where is a weighting parameter and is the occur-
rence count of the word in . The sentence model
and the collection model are estimated, respectively,
from the sentence itself and a large external text collection
using the maximum-likelihood estimation (MLE) method [28].
The weighting parameter can be empirically tuned by using
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Fig. 1. Extractive spoken document summarization using the probabilistic generative framework.

a development data set, or optimized by applying the expec-
tation-maximization (EM) training algorithm [29] to a training
data set. Note that this relevance measure is computed according
to the frequency that document words occur in the sentence,
which is actually a form of literal term matching [1].

In the LM model defined in (2), the sentence model
is linearly interpolated with the collection model such
that there is some probability of generating every word in the
vocabulary. However, the true sentence model might
not be accurately estimated by MLE, since the sentence only
consists of a few words, and the occurrences of the words in the
sentence are not in proportion to the probabilities of the words
in the true model. Therefore, we employ the relevance model
(RM) [30] to obtain a more accurate estimation of the sentence
model. In the extractive spoken document summarization task,
each sentence of a document to be summarized has its own
associated relevant class , which is defined as the subset of
documents in the collection that are relevant to . The relevance
model of is defined as the probability distribution ,
which gives the probability that we would observe a word if
we were to randomly select a document from the relevant class

and select a word from that document. After the relevance
model of has been constructed, it can be used to replace the
original sentence model or it can be combined linearly with the
original sentence model. Because we do not have prior knowl-
edge about the subset of relevant documents for each spoken
sentence , we employ a local feedback-like procedure [24],
[31] that takes as a query and poses it to the information re-
trieval (IR) system to obtain a ranked list of documents. It is
assumed that the top documents returned by the IR system
are relevant to , and the relevance model of can
be constructed by the following equation:

(3)

where is the set of top retrieved documents, and the
probability can be approximated by the following
equation using Bayes’ rule:

(4)

A uniform prior probability can be assumed for the top
retrieved documents, and the sentence likelihood can
be calculated using an equation similar to (2) if the IR system is
implemented with the LM retrieval model [30], [32]. The rele-
vance model can then be combined linearly with the
original sentence model to form a more accurate sen-
tence model

(5)

where is a weighting parameter. The final sentence generative
model (denoted as LM-RM) is thus expressed as

(6)

We can also use the retrieved relevant text document set to re-
train the LM model directly. Since the relevant text documents
retrieved for a given spoken sentence are statistically relevant
to the spoken document that the spoken sentence belongs to,
they might be used as the training data, instead of the spoken
document, to obtain a more reliable parameter estimation of the
LM model of the spoken sentence. For example, the weighting
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parameter in (6) can be re-estimated with the retrieved rele-
vant text document set , using the following EM updating
equation:

(7)
We denote this model as LM-RT.

2) STMM-Based Sentence Generative Model: Each sen-
tence of a spoken document to be summarized can be also
interpreted as a probabilistic sentence topical mixture model
(STMM). In this model, a set of latent topical distributions
characterized by unigram language models are used to predict
the words in the document, and each of the latent topics is
associated with a sentence-specific weight [25]. That is, each
sentence can belong to many topics. The probability of the
document given the sentence is expressed as

(8)

where and denote, respectively, the proba-
bility of the word occurring in a specific latent topic and
the posterior probability (or weight) of topic conditioned on
the sentence . More precisely, the topical unigram distribu-
tions, , are the same for all sentences,
but each sentence has its own probability distributions over
the latent topics, i.e., . Note that this
relevance measure is not computed directly according to the fre-
quency that the document words occur in the sentence. Instead,
it is derived from the frequency of the document words in the
latent topics as well as the likelihood that the sentence will gen-
erate the respective topics. Hence, STMM is actually a type of
concept matching approach [1]. Structures similar to the pre-
sented topical mixture model have also been extensively inves-
tigated for IR tasks in recent years [33]–[35].

During training, a set of contemporary (or in-domain) text
news documents with corresponding human-generated titles
(a title can be viewed as an extremely short summary of a doc-
ument) can be collected to train the latent topical distributions

of the STMM model. For each document of the
text news collection , we treat the human-generated title
of as an STMM model for generating as follows:

(9)

First, the -means algorithm is used to partition all the titles
of the document collection into topical clusters in an unsu-
pervised manner, after which the initial topical unigram distri-
bution for a cluster topic is estimated according

to the underlying statistical characteristics of the document ti-
tles assigned to it. In addition, the probability that each title will
generate the topics, i.e., , is measured according to its
proximity to the centroid of each respective cluster. Then, using
the EM algorithm, the probability distributions and

can be optimized by maximizing the total log-like-
lihood of all the documents in the collection generated
by their individual titles

(10)

We postulate that latent topical factors properly con-
structed based on “document-title” relationships might provide
very helpful clues for the subsequent spoken document sum-
marization task. When performing extractive summarization of
a broadcast news document , we can apply the latent topical
factors trained in this way in (8), but use the EM al-
gorithm to estimate the posterior probabilities,

, on the fly by maximizing the log-likelihood of the
document generated by the STMM model. A detailed account
of the process can be found in [25] and [35].

In most practical applications, the contemporary or in-domain
text news documents used by spoken document summarization
systems are not usually accompanied by “document-title” pairs
for model training. Therefore, we also investigate the use of un-
supervised training for STMM by exploiting all the sentences
of the spoken (broadcast news) documents in the development
set to construct the latent topical space [25]. That is, each sen-
tence of a spoken document in the development set, regardless
of whether it belongs to the reference summary or not, is treated
as an STMM model and included in the construction of the latent
topical distributions . Meanwhile, the probability dis-
tributions of the STMM models over the latent topics
are estimated on the fly during the summarization process. We
denote this model as STMM-U.

3) WTMM-Based Sentence Generative Model: We also ex-
plore an alternative concept matching strategy, called the word
topical mixture model (WTMM) [26], [36], to represent the sen-
tence generative probability. Each word of the language is
treated as a WTMM for predicting the occurrence of an-
other word

(11)

where and are, respectively, the prob-
ability of a word occurring in a specific latent topic and
the probability of a topic conditioned on . During the
summarization process, we can linearly combine the associated
WTMM models of those words involved in a sentence to form
a composite WTMM model of . Then, the likelihood of the
document being generated by can be expressed as

(12)
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TABLE I
FEATURES EXPLOITED FOR MODELING THE SENTENCE PRIORITY PROBABILITY

where the weighting parameter is set in proportion to the
frequency that occurs in , subject to . In
this paper, we investigate an unsupervised approach for training
WTMM models. Each WTMM of word is trained by
concatenating the words that occur within a context window of
size around each occurrence of in the contemporary text
news document collection. We postulate that these contextual
words are relevant to , and can therefore be used as an ob-
servation for training . Interested readers may refer to [26]
and [36] for details of the derivation of WTMM training using
the EM algorithm.

C. Sentence Prior Probability

In the probabilistic generative framework for extractive
spoken document summarization, the sentence prior proba-
bility in (1) can be regarded as the likelihood of a sentence
being important in the document. Because the way to estimate
the prior probability of a sentence is still an open issue, it is
usually assumed uniformly distributed [24]–[26]. However,
the sentences in a spoken document should not be considered
equally important. In fact, a sentence’s importance may depend
on a wide variety of factors, such as the structural (positional
and lexical) information, recognition accuracy, and inherent
prosodic properties. Therefore, in this paper, we attempt to
model the sentence prior probability (or importance) based
on lexical, prosodic, and confidence features extracted from a
spoken sentence. These features are presented in Table I. The
TF-ICF score is similar to the conventional TF-IDF measure
widely used in IR systems, but the value of inverse collection
frequency (ICF) is calculated by [11]

(13)

where is the occurrence count of a word in a large con-
temporary text news corpus, and is the number of words in
the corpus. In addition, the prosodic features are extracted from
the broadcast news speech by using the Snack toolkit [37] and
the methods described in [38]. The measure or score of each
feature in Table I is normalized such that it can be taken as
the sentence prior probability that satisfies .
Some of these features are used to calculate the sentence signifi-
cance scores in [10] and [11], and included in the feature sets of
the classification-based models in [9], [12], and [15], for spoken
document summarization.

Nevertheless, the sentence prior probability might not be ac-
curately estimated by the above-mentioned features, since the
automatic transcript of a spoken document to be summarized

usually contains recognition errors, incorrect boundaries, and
redundant information. Hence, we also try to model the sen-
tence prior probability by calculating the average similarity of
documents in the relevant text document set [27]. The
documents are retrieved by the local feedback-like procedure
for each spoken sentence described in Section II-B. Our as-
sumption is that the relevant text documents retrieved for a sum-
mary sentence might have the same or similar topics because a
summary sentence is usually indicative for some specific topic
related to the document. In contrast, the relevant text documents
retrieved for a nonsummary sentence might cover diverse topics.
Therefore, the relevance information estimated based on the
similarity of documents in the relevant text document set
might be a good indicator for determining the importance of a
spoken sentence. Consequently, the sentence prior probability
can be approximated by using the sentence’s relevance infor-
mation as follows:

(14)

where is the average similarity of documents in the
relevant text document set for a spoken sentence com-
puted by

(15)

where is the TF-IDF vector representation of the document
, and is the number of documents in the retrieved relevant

text document set .
Once the sentence generative model and the sentence prior

probability have been properly estimated, the sentences of the
spoken document to be summarized can be ranked by the
product of the sentence generative probability and the sentence
prior probability. The sentences with the highest probabilities
are then selected and sequenced to form the final summary ac-
cording to different summarization ratios.

III. EXPERIMENT SETUP

A. Speech and Text Corpora

The speech corpus was comprised of approximately 110 h of
radio and TV broadcast news documents collected from several
radio and TV stations in Taipei between 1998 and 2004 [39],
[40]. From this corpus, a subset of 200 documents (1.6 h) col-
lected in August 2001 was reserved for the summarization ex-
periments [1] and divided into two equal parts. The first part was
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TABLE II
SUMMARY FOR THE SPEECH CORPUS USED IN THIS PAPER

taken as the development set, which formed the basis for tuning
the parameters or settings. The second part was taken as the eval-
uation set; i.e., all the summarization experiments conducted on
it followed the same training (or parameter) settings and model
complexities, which were optimized based on the development
set. Therefore, the experiment results can validate the effective-
ness of the proposed approaches on comparable real-world data.

The remainder of the speech data was used to train the
acoustic models for speech recognition, of which about 4.0 h
of data with corresponding orthographic transcripts was used
to bootstrap the acoustic model training. Meanwhile, 104.3
h of the remaining untranscribed speech data was reserved
for unsupervised acoustic model training [41]. The acoustic
models were further optimized by the minimum phone error
(MPE) training algorithm [42].

A summary for the speech corpus used in this paper is shown
in Table II, while the detailed statistics of the 200 broadcast
news documents for the summarization experiments are given
in Table III. It is worth mentioning that, for a spoken document
to be summarized, we used the corresponding best scoring se-
quence of words (the one-best result) generated by the speech
recognizer in the summarization experiments, while the number
of sentences in the spoken document was simply determined
based on the pause information provided by the speech recog-
nizer (a pause with duration of more than 0.5 s was regarded
as a sentence boundary). Though we believe that a more so-
phisticated sentence boundary detection algorithm using either
prosodic or lexical information will be helpful for the summa-
rization task, we do not have one at the moment.

We also used a large number of text news documents collected
from the Central News Agency (CNA) between 1991 and 2002
(the Chinese Gigaword Corpus published by LDC) [43]. The
text news documents collected in 2000 and 2001 were used to
train -gram language models for speech recognition with the
SRI Language Modeling Toolkit [44]. The Chinese character
error rate (CER) for the 200 broadcast news documents to be
summarized was 14.17%.

A subset of approximately 14 000 text news documents col-
lected in the same period as the broadcast news documents to
be summarized (August 2001) was used to estimate the collec-
tion model in (2), (6), and (7) for LM, LM-RM, and
LM-RT and the latent topical distributions in (8) and
(12) for STMM and WTMM. It was also used to construct the
relevant text document set for each spoken sentence (discussed
in Sections II-B and C), and as the basis to estimate the model
parameters for VSM, LSA, MMR, and SIG (see Section III-C).

TABLE III
DETAILED STATISTICS OF THE BROADCAST NEWS DOCUMENTS

FOR THE SUMMARIZATION EXPERIMENTS

B. Evaluation Metric

Three subjects were asked to create manual summaries of the
200 broadcast news documents as references for evaluation. The
summaries were compiled by selecting 50% of the most impor-
tant sentences in the reference transcript of a spoken (broad-
cast news) document and ranking them by importance without
assigning a score to each sentence. The summarization results
were tested by using several summarization ratios (10%, 20%,
30%, and 50%), defined as the ratio of the number of sentences
in the automatic (or manual) summary to that in the reference
transcript of a spoken document [1].

We used the ROUGE package (Version 1.5.5) [45] to evaluate
the performance levels of the proposed models. The ROUGE
measure evaluates the quality of the summarization by counting
the number of overlapping units, such as -grams and word
sequences, between the automatic summary and a set of manual
summaries. ROUGE– is an -gram recall measure, defined
as follows:

ROUGE–

(16)

where denotes the length of the -gram, is an indi-
vidual manual summary, is a set of manual summaries,

is the maximum number of -grams
co-occurring in the automatic summary and the manual sum-
mary, and is the number of -grams in the
manual summary. Since ROUGE- is a recall measure, in-
creasing the summary length (or the summarization ratio)
tends to increase the chances of getting higher scores. In this
paper, we mainly adopt the widely used ROUGE-2 measure
[9], [21], which uses word bigrams as the matching units. The
levels of agreement on the ROUGE-2 measure between the
three subjects for important sentence ranking are about 0.53,
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0.56, 0.61, and 0.68 for the summarization ratios of 10%, 20%,
30%, and 50%, respectively. In the last set of experiments, we
will evaluate the best two summarization approaches using the
ROUGE-1, ROUGE-2, ROUGE-3, and ROUGE-4 measures.

C. Conventional Summarization Models

We compare our proposed models with the following conven-
tional summarization methods, which are commonly used for
the spoken document summarization task: VSM, MMR, LSA,
DIM, SIG, and SVM. Among them, VSM, MMR, LSA, DIM,
and SIG are unsupervised models, while SVM is a supervised
model. VSM is a typical literal term matching approach, and
LSA is a typical concept matching approach [1].

VSM represents each sentence of a document and the whole
document in vector form [1]. In this approach, each dimension
specifies the weighted statistics, e.g., the product of the TF and
IDF scores, associated with an index term (or word) in the sen-
tence (or document). The sentences with the highest relevance
scores (i.e., the cosine measure of two vectors) to the whole doc-
ument are included in the summary. MMR is actually closely
related to VSM [8] because it also represents each sentence of
a document and the document itself in vector form and uses the
cosine score for sentence selection. However, MMR performs
sentence selection iteratively based on the criteria of topic rele-
vance and coverage. The sentence is selected according to two
criteria: 1) whether it is more similar to the whole document
than the other sentences, and 2) whether it is less similar to the
set of sentences selected so far than the other sentences by
the following formula:

(17)

where is a weighting parameter used to make a tradeoff be-
tween relevance and redundancy [8]. We set the parameter at
0.6 in this study. Consequently, MMR not only selects relevant
sentences for the summary, but also allows the summary to cover
more topics (or concepts).

LSA, on the other hand, represents each sentence of a docu-
ment as a vector in the latent semantic space of the document,
which is constructed by performing singular value decomposi-
tion (SVD) on the “word-sentence” matrix of the document. The
right singular vectors with larger singular values represent the
dimensions of the more important latent semantic concepts in
the document. Therefore, the sentences with the largest index
values in each of the top right singular vectors are consid-
ered as significant sentences and included in the summary [9].
DIM is an alternative LSA-based approach [7], [11] that com-
putes the importance score of each sentence based on the norm
of its vector representation in the lower -dimensional latent se-
mantic space; then, a fixed number of sentences with relatively
large scores are selected to form the summary. The value of
is set at 1 because yielded the best performance in the
experiments on the development set. This result conforms with
the results reported in [11].

SIG selects indicative sentences from a spoken document
based on the lexical, grammar, and confidence scores [11]. For

TABLE IV
RESULTS ACHIEVED BY DIFFERENT SENTENCE GENERATIVE MODELS,

USING A UNIFORM SENTENCE PRIOR PROBABILITY

example, given a sentence of
length , the significance score of can be expressed as

(18)

where is the product of the TF and ICF scores of a word
, is the logarithmic bigram probability of given its

predecessor word in , which is estimated from a large
contemporary text corpus; is the confidence score of

, and , and are weighting parameters for balancing
these scores.

SVM is one of the representative supervised methods that are
widely used in various text summarization tasks [14], [15]. The
SVM summarizer is trained with the 100 document-summary
pairs of the development set, using the three sets of features
presented in Table I (excluding the confidence feature) and an
additional set of prosodic features, such as the pitch variance,
energy variance, pitch entropy, and energy entropy in the sen-
tence. Note that the SVM summarizer trained with the manual
summaries at a given summarization ratio is tested at the same
summarization ratio. In this study, we implemented SVM with
the SSVM Toolbox [46].

IV. EXPERIMENT RESULTS

A. Experiment Results of the Sentence Generative Models

First, we evaluate the summarization performance of the pro-
posed sentence generative models (LM, STMM, and WTMM)
on the evaluation set. For the experiments in this section, the
sentence prior probability was assumed to be uniform,
whereas a detailed account on the impact of using the non-uni-
form sentence prior probability will be given in Section IV-B.
For the LM model, we use the relevant contemporary text doc-
ument set retrieved for a spoken sentence by the local
feedback-like procedure to construct its corresponding LM-RM
and LM-RT models. was set at 5 in the experiments. More-
over, we use the complete set of contemporary text news doc-
uments with corresponding human-generated titles to construct
the STMM model, and use the development set to construct the
STMM-U model (cf. Section II-B).

The summarization results of these models at different
summarization ratios are shown in Table IV. It should be noted
again that, since ROUGE-2 is a recall measure, increasing the
summarization ratio tends to increase the chances of getting
higher scores. From the table, we observe that the performance
of STMM is generally better than that of STMM-U. This re-
veals that the document-title correspondence information in the
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contemporary text news document set does provide good guid-
ance on the construction of the latent topical distributions in
the STMM model. We also observe that STMM compares quite
well with WTMM; however, WTMM slightly outperforms
STMM when the summarization ratio is 10%. One possible
explanation is that WTMM directly models the relationship
between words, and more training observations are available for
model estimation in an offline manner; whereas STMM needs
to update its weights over the latent topics (i.e., ) on
the fly during the summarization process, which might not be
accurately estimated since a sentence of a broadcast news doc-
ument usually only consists of a few words. Both STMM and
WTMM clearly outperform LM at lower summarization ratios
(10% and 20%). Interestingly, the opposite result is obtained
when the LM model is combined with the relevance model
estimated by the retrieved relevant text document set (i.e.,
LM-RM), or retrained by using the retrieved relevant text doc-
ument set (i.e., LM-RT) directly. In most cases, the results of
LM-RT are obviously better than those of STMM and WTMM,
while the results of LM-RM are only slightly less accurate
than those of STMM and WTMM. These findings show that
the relevance information provided by the local feedback-like
procedure can, to some extent, enhance the estimation of the
parameters in the sentence generative models LM-RM and
LM-RT. If we look into the training of LM-RM and LM-RT
using the retrieved relevant text documents, it can be found
that, for LM-RM, only the sentence model is updated,
while the weighting parameter is set at a fixed value for all
sentences. In contrast, for LM-RT, both the sentence model

and the weighting parameter are updated. This
might explain why LM-RT outperforms LM-RM. In brief, the
best results achieved by using LM-RT with a uniform sentence
prior probability across all spoken sentences are approximately
0.33, 0.34, 0.37, and 0.49 for summarization ratios of 10%,
20%, 30%, and 50%, respectively.

B. Nonuniform Sentence Prior Probability

As mentioned in Section II-C, the importance (or prior
probability) of the sentences of a spoken document to be
summarized may not be identical. Therefore, we try to model
the sentence prior probability by using different features,
listed in Table I, which are extracted from the sentences. The
measure or score of each feature must be normalized such that
it can be taken as the sentence prior probability that satisfies

. The LM-RT and WTMM models are
integrated with the sentence prior probabilities derived by
different features because they achieved the best performance,
as shown by the results in Table IV; they can also be regarded
as representative methods for literal term matching and con-
cept matching, respectively. The experiment results derived
by LM-RT and WTMM, with the sentence prior probability
modeled by using different features, are shown in Tables V
and VI, respectively. Comparing these results with those in
Table IV, we observe that the performance of both models at
lower summarization ratios (10% and 20%) is significantly
improved by incorporating the sentence prior probability, es-
timated according to F7, into the sentence ranking. F7 is the
relevance feature, i.e., the average similarity among the top

TABLE V
RESULTS ACHIEVED BY LM-RT, WITH THE SENTENCE PRIOR PROBABILITY

MODELED BY USING DIFFERENT FEATURES

TABLE VI
RESULTS ACHIEVED BY WTMM, WITH THE SENTENCE PRIOR PROBABILITY

MODELED BY USING DIFFERENT FEATURES

TABLE VII
AVERAGE OF THE AVERAGE SIMILARITY AMONG THE RETRIEVED TEXT

DOCUMENTS FOR THE REFERENCE SUMMARY AND NONSUMMARY SENTENCES

OF THE EVALUATION SET AT DIFFERENT SUMMARIZATION RATIOS

retrieved text documents for a spoken sentence. was set
at 5 in the experiments. Table VII presents the average of the
average similarity among the retrieved relevant text documents
for the manual summary and nonsummary sentences of the
evaluation set at different summarization ratios. It is observed
that the retrieved relevant text documents for a summary sen-
tence of a spoken document have a higher similarity than the
retrieved relevant text documents for a nonsummary sentence,
and the difference becomes smaller as the summarization ratio
increases. These observations explain why incorporating the
sentence prior probability derived by the relevance feature (F7)
can boost the performance of both LM-RT and WTMM at
lower summarization ratios. Moreover, as shown in Tables V
and VI, in most cases, incorporating the prior probability
estimated by either F1 (the average TF-IDF score of words in
a spoken sentence) or F3 (the average pitch value of the words
in a spoken sentence) can also improve the performance of
both models considerably, though the improvements are not as
significant as that yielded by incorporating the prior probability
estimated by F7. The best results achieved by literal term
matching (using LM-RT and F7) are approximately 0.36, 0.37,
0.39, and 0.49 for summarization ratios of 10%, 20%, 30%, and
50%, respectively, while the best results achieved by concept
matching (using WTMM and F7) are approximately 0.38, 0.38,
0.38, and 0.46 for the same summarization ratios.

We also attempt to fuse several useful features (specifically,
F1, F3, and F7) through a simple linear combination to obtain a
better estimation of the sentence prior probability. The summa-
rization results achieved by LM-RT and WTMM with different
combinations of these features are shown in Tables VIII and
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TABLE VIII
RESULTS ACHIEVED BY LM-RT, WITH THE SENTENCE PRIOR PROBABILITY

MODELED BY COMBINING MULTIPLE FEATURES

TABLE IX
RESULTS ACHIEVED BY WTMM, WITH THE SENTENCE PRIOR PROBABILITY

MODELED BY COMBINING MULTIPLE FEATURES

XI, respectively. Compared with the results in Tables V and VI,
using multiple features instead of a single feature for sentence
prior probability estimation improves the performance in almost
all cases, except when F1 and F3 are fused. They seem not to
be complementary to each other when a simple linear combi-
nation is used. Furthermore, the combinations that include F7
greatly enhance the performance of LM-RT and WTMM. How-
ever, at higher summarization ratios (e.g., 30% and 50%), the
improvements made by the inclusion of F7 become less sig-
nificant. Again, this is because the difference between the av-
erage similarities of the retrieved text documents for summary
and nonsummary sentences is less significant at higher summa-
rization ratios (cf. Table VII).

In the meantime, we are studying other available features.
For example, the sentence prior probability can be estimated ac-
cording to the position of a sentence in the spoken document (the
front the sentence, the higher the prior probability it has) [7],
[47]. However, the preliminary experiment results have shown
that the use of such heuristic information does not always lead
to consistent improvements across different spoken document
summarization tasks [23], [48]. Moreover, we are also inves-
tigating better ways to fuse selected features, including using
the whole sentence maximum entropy (WSME) model [49],
[50], for more accurate estimation of the sentence prior prob-
ability [23]. Unfortunately, no apparent performance improve-
ment over the simple linear combination has been evidenced
thus far.

C. Comparison With Conventional Summarization Models

In the last set of experiments, we compare our proposed sum-
marization models with a number of conventional summariza-
tion methods that are widely used in spoken document summa-
rization tasks. The models are VSM, MMR, LSA, DIM, SIG,
and SVM. The summarization results for these conventional
methods are shown in Table X. We can see that the perfor-
mances of the unsupervised summarization methods are com-
parable. It is interesting that MMR has the same performance

TABLE X
RESULTS ACHIEVED BY CONVENTIONAL SUMMARIZATION MODELS

as VSM when the summarization ratio is 10%, and performs
only slightly better than VSM at higher summarization ratios,
despite that MMR is expected to outperform VSM because it
is designed to allow the summary to cover more topics. This,
in a sense, reflects that the issue of topic redundancy seems to
have only a very limited impact on the accuracy of the auto-
matic summarization studied here, probably due to the reason
that each of the broadcast news documents to be summarized
is short in its nature and centers on some specific topic or con-
cept [39]. However, this issue still needs further investigation
across different spoken document summarization tasks. On the
other hand, SVM, the supervised summarization method, signif-
icantly outperforms all the conventional unsupervised summa-
rization methods discussed here. The results achieved by SVM
are approximately 0.34, 0.34, 0.37, and 0.47 for summarization
ratios of 10%, 20%, 30%, and 50%, respectively.

Comparing these results with those achieved by our proposed
methods, several observations can be drawn. 1) When a uni-
form sentence prior distribution is assumed, most of the sen-
tence generative models are on par with the conventional unsu-
pervised models, while LM-RT and WTMM (cf. Table IV) gen-
erally outperform the conventional unsupervised models. Note
that both LM-RT and WTMM were also trained in an unsu-
pervised manner, as described in Section II-B. 2) With a uni-
form sentence prior distribution, the performance of LM-RT or
WTMM (cf. Table IV) is not as accurate as that of SVM at the
summarization ratio of 10%, but it is better than SVM at higher
summarization ratios. 3) When the sentence prior probability is
properly modeled by a single useful feature (cf. Tables V and
VI) or a combination of several features (cf. Tables VIII and
IX), both LM-RT and WTMM outperform SVM by a substan-
tial margin.

We further evaluate the performance of WTMM (using F7 for
the sentence prior distribution) and SVM using the ROUGE-1,
ROUGE-3, and ROUGE-4 measures. The results are shown in
Tables XI (for WTMM) and XII (for SVM), where the values in
the parentheses are the associated 95% confidence intervals. It
is clear that WTMM is better than SVM in most cases. In addi-
tion, a five-level subjective human evaluation was performed on
the summarization results for the summarization ratios of 20%
and 30%, where five was the best and one was the worst. Six
graduate students were invited to evaluate the automatic sum-
maries given that the associated reference transcripts were pro-
vided. The average results of the human evaluation are shown
in Table XIII, where the numbers in the parentheses are the cor-
responding standard derivations of the results. We can see that
WTMM and SVM are comparable to each other in terms of
human evaluation. Moreover, it is interesting to note that the
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TABLE XI
RESULTS ACHIEVED BY WTMM, EVALUATED USING THE ROUGE-1,

ROUGE-2, ROUGE-3, AND ROUGE-4 MEASURES

TABLE XII
RESULTS ACHIEVED BY SVM, EVALUATED USING THE ROUGE-1, ROUGE-2,

ROUGE-3, AND ROUGE-4 MEASURES

TABLE XIII
RESULTS ACHIEVED BY WTMM AND SVM, EVALUATED

BY SIX HUMAN SUBJECTS

human subjects have a tendency to give higher scores to the
longer automatic summaries.

Although SVM can achieve quite comparable results in either
ROUGE- or the human evaluation, it, however, requires a set
of handcrafted document-summary exemplars to learn its sum-
marization capability, and tends to have poor performance in
the absence of human supervision [48]. In contrast, most of the
unsupervised summarization methods, including our proposed
methods, usually consider the relevance (or proximity) of a sen-
tence to the whole document, which might be more robust across
different summarization tasks. Therefore, how to make use of
unsupervised or semi-supervised learning to improve the per-
formance of supervised summarizers when handcrafted labels
are not available for training the supervised summarizers might
be an important issue for spoken document summarization [48].

D. Discussions

The above experiment results seem to indicate that the
proposed probabilistic generative framework and the associ-

ated summarization models are effective alternatives to the
other summarization methods compared in this paper. For
fair comparisons between these models, all the summariza-
tion experiments were carefully designed to avoid “testing
on training”; i.e., all the training (or parameter) settings for
our proposed summarization models and the conventional
summarization models were trained (or tuned) by using the
development set, and then applied to the evaluation set. Gener-
ally speaking, the training (or parameter) settings tuned on the
development set performed rather well in the evaluation set.

A novel aspect of our proposed framework is that it can
leverage various kinds of sentence generative models and
sentence prior probabilities, and the estimation of the associ-
ated parameters can be conducted in a purely unsupervised
manner, without the need for handcrafted document-summary
pairs. Though STMM needs a set of contemporary text news
documents with corresponding human-generated titles to train
the latent topical distributions, we have developed an unsu-
pervised training approach (i.e., STMM-U) to bypass this
limitation. Moreover, the experiment results have confirmed
our expectation that the relevance information of the spoken
sentences, provided by the local feedback-like procedure, can
greatly enhance the estimation of both the sentence generative
model and the sentence prior probability for broadcast news
speech summarization. The proposed summarization models
in essence are equally applicable to both the text and spoken
document summarization tasks, except that some features used
for modeling the sentence prior probability are speech-specific.
It is also worth noting that only simple word or topic unigrams
(multinomial distributions) are employed for modeling the
sentence generative probability in the proposed summarization
models.

The additional, albeit important, difficulties for spoken doc-
ument summarization are the inevitable speech recognition er-
rors caused by problems of spontaneous speech, such as pro-
nunciation variations as well as redundant acoustic effects, and
the out-of-vocabulary (OOV) problem for words outside the vo-
cabulary of the speech recognizer. Though the summarization
methods, together with the associated experiments and evalua-
tions, presented in this paper are not intended to focus on dealing
with these problems, they still remain worthy of further investi-
gation, especially when summarizing spontaneous spoken docu-
ments such as voice mails, lectures, and meeting recordings [2],
[10], [22], [51]. A straightforward remedy, apart from the many
approaches improving recognition accuracy, is to develop more
robust representations for speech signals. For example, multiple
recognition hypotheses, beyond the top scoring ones, obtained
from -best lists, word lattices, or confusion networks, can pro-
vide alternative (or soft) representations for the confusing por-
tions of the spoken documents [52]. A scoring method using
different confidence measures, e.g., posterior probabilities in-
corporating acoustic and language model likelihoods, measures
considering relationships between adjacent word hypotheses,
and prosodic features including pitch, energy stress, and dura-
tion measure, can also help to express the uncertainty of word
occurrences and sentence boundaries [10], [50], [51]. Hence,
sentence selection can be conducted on the basis of these rep-
resentations. Moreover, the use of subword units (for example,
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syllables or segments of them), as well as the combination of
words and subword units, for representing the spoken docu-
ments has also been proven beneficial for spoken document
summarization [24], [53]. One the other hand, the selected im-
portant sentences can be concatenated and further modified into
a written article style by a sentence compaction scheme, which,
for example, can employ a set of heuristic measures, including
word concatenation scores and stochastic dependency grammar
scores, and a dynamic programming technique to remove redun-
dant acoustic effects, such as disfluencies, fillers, and repetitions
[10].

The latent topical distributions of STMM and WTMM were
trained offline before performing the summarization task. For
a spoken document with unseen topics, the associated topical
distributions of the sentences were simply approximated by the
existing ones. It is worth mentioning that the approximation
might lead to inaccurate estimation of the associated sentence
generative models. Therefore, dynamic topic adaptation will
be very important for better estimation of STMM and WTMM
[34], [54]. It is also important to explore more features and
characteristics inherent in the spoken documents, such as the
speaking styles, emotional information, and rhetorical struc-
tures [55]. These features, together with the lexical, prosodic,
confidence, and relevance features that we have investigated
in this paper, should be fused under a more effective way for
spoken document summarization.

V. CONCLUSION

We have proposed a probabilistic generative framework that
combines the sentence generative probability and the sentence
prior probability for extractive spoken document summariza-
tion. Each sentence of a spoken document to be summarized
is treated as a probabilistic generative model for predicting
the document. Various modeling approaches, including the
language model (LM), the relevance model (RM), the sentence
topical model (STMM), and the word topical mixture model
(WTMM), have been extensively investigated for this purpose.
In addition, several sets of lexical, prosodic, confidence, and
relevance features have been properly incorporated for the
estimation of the sentence prior probability. The results of
experiments on Chinese broadcast news show that the proposed
framework and associated models are good alternatives to the
other summarization methods compared in this paper.
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